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Abstract

Testing is one of the most widely used techniques to increase the confidence on the correctness of complex software systems. In this paper we extend our previous work on passive testing with invariants to incorporate (probabilistic) knowledge obtained from users of the system under test. In order to apply our technique, we need to obtain a set of invariants compiling the relevant properties of the system under test, and this is a difficult task. First, we present an algorithm to extract invariants from the specification without assuming any additional condition. Since the number of obtained invariants is huge we study an alternative. Based on the idea that an invariant is better than another one if it can be checked more times in the same log, we present an adaptation of the previous algorithm in order to sort sets of representative invariants.

1 Introduction

With the growing significance of software systems, techniques that assist in the production of reliable software are becoming increasingly important within software engineering. The complexity of current software systems requires the application of sound techniques. Among these techniques, testing [13] is the most widely used in industrial environments. Unfortunately, testing is still a mainly manual activity, prone to errors that can mask real errors of the tested system. Traditionally, formal methods and testing have been seen as rivals. Thus, there was very little interaction between the two communities. In recent years, however, these approaches are seen as complementary [9, 8].

In most cases, testing is based on the ability of a tester that stimulates the implementation under test (IUT) and checks the correctness of the answers provided by the implementation. However, in some situations this activity becomes difficult and even impossible to perform. For example, this is the case if the tester is not provided with a direct interface to interact with the IUT. Another conflictive situation appears when the implementation is built from components that are running in their environment and cannot be shutdown or interrupted for a long period of time. In these situations, there is a particular interest in using other types of validation techniques such as passive testing. Therefore, the main different between active and passive testing is that in active testing testers can interact, by providing inputs, with the IUT and observe the obtained result.

Passive testing usually consists in recording the trace produced by the IUT and trying to find a fault by comparing this trace with the specification [10, 14, 12, 5]. A new methodology to perform passive testing was presented in [6, 4]. The main novelty is that a set of invariants is used to represent the most relevant properties of the specification. An invariant can be seen as a restriction over the traces allowed to the IUT. We introduced in previous work [3] the possibility of adding time constraints as properties that traces extracted from the IUT must hold.

Normally, there are several ways to obtain a set of invariants. The first one is that testers provide a set of representative invariants. Then, the correctness of these invariants, with respect to the specification, has to be checked. The main drawback of this approach is that we still have to rely on the manual work of the tester. If we do not have a complete formal specification, a variant of this approach is to assume that the set of invariants provided by the testers are correct by definition. In this paper we consider an alternative approach: We automatically derive invariants from the
specification. First, we consider an adaptation of the algorithms presented in [6]. The problem with this first attempt is that the number of invariants that we extract from the specification is huge and we do not have a criterion to decide which ones are better. We propose an alternative algorithm to use knowledge extracted from standard users of the system, so that invariants can be sorted according to their quality to fit the behaviour of those users.

The rest of the paper is structured as follows. In Section 2 we present our passive testing framework of timed systems. In Section 3, containing the bulk of the paper, we present two algorithms for extracting a set of correct invariants from the specification. We conclude with Section 4, where we present the conclusions and some lines of future work.

2 A formal framework for passive testing of timed systems

In this section we introduce our framework to specify and (passively) test timed systems. We extend the well-known Finite State Machines model by adding time information concerning the amount of time that the system needs to perform transitions.

Definition 1 A Timed Finite State Machine (TFSM) is a tuple $<S, s_0, I, O, T>$, where $S$ is a finite set of states, $s_0 \in S$ is the initial state, $I$ and $O$, with $I \cap O = \emptyset$, are the finite sets of input and output actions, respectively, and $T \subseteq S \times I \times O \times \mathbb{R}_+ \times S$ is the set of transitions.

A TFSM $M = <S, s_0, I, O, T>$ is deterministic if for all state $s$ and input $i$ there exists at most one transition $(s, i, o, t, s')$. We say that $M$ is input-enabled if for all state $s \in S$ and $i \in I$ there exists a transition $(s, i, o, t, s')$. □

Let us consider the TFSM depicted in Figure 1 and the transition $(s_1, a, x, 3, s_2)$. Intuitively, if the machine is at state $s_1$ and it receives the input $a$, then it will produce the output $x$. We usually write $s \xrightarrow{i/a} s'$ as a shorthand of $(s, i, o, t, s') \in T$.

As usual in formal testing approaches, we assume that both specifications and implementations can be represented by the same formalism. In our case, the formalism is the set of deterministic input-enabled TFSMs.

Next we introduce the notion of trace of a system. A trace captures the behaviour of an implementation. Traces collect the outputs obtained after sending some inputs to the implementation and the amount of time between each input/output pair. The classical notion of trace, which does not include any time information, is called a non-timed trace.

Definition 2 Let $M = <S, s_0, I, O, T>$ be a TFSM. We say that $\theta = (i_1/o_1, i_2/o_2, \ldots, i_n/o_n, t_n)$ is a timed trace, or simply trace, of $M$ if there is a sequence of transitions such that

$\begin{align*}
S_1 & \xrightarrow{i_1/o_1} S_2 \quad \text{ etc.}
\end{align*}
$

We denote the empty trace by $\emptyset$ and by $tr(M)$ the set of all traces of $M$.

If $\theta = (i_1/o_1, i_2/o_2, \ldots, i_n/o_n, t_n)$ is a timed trace of $M$, then the sequence $\omega = (i_1/o_1, \ldots, i_n/o_n)$ is a non-timed trace of $M$. We denote by $nttr(M)$ the set of all non-timed traces of $M$. □

For example, if we consider the machine $M$ depicted in Figure 1, we have that $<c/x/4, a/x/3, c/z/4, c/z/1, a/x/1>$ is a timed trace of $M$. If we remove time information, we obtain non-timed traces. For instance, $<c/x, c/x, a/x, c/z, c/z, a/x>$ is the non-timed trace associated with the previous timed trace.

Our passive testing approach is similar to other methodologies since the basic idea consists in recording traces from the IUT to detect unexpected behaviours. The main novelty is that a set of invariants is used to represent the most relevant properties of the specification. Intuitively, an invariant expresses the fact that each time the IUT performs a given sequence of actions, then it must exhibit a behaviour reflected in the invariant. In order to express traces in a concise way, we will use the wild-card characters $?$ and $*$. The wild-card $?$ represents any value in the sets of inputs or outputs, while $*$ represents a sequence of input/output pairs.

Definition 3 We say that $\hat{\theta} = [p_1, p_2]$ is a time interval if $p_1 \in \mathbb{R}_+$, $p_2 \in \mathbb{R}_+ \cup \{\infty\}$, and $p_1 \leq p_2$. 
We assume that for all $t \in \mathbb{R}_+$ we have $t < \infty$ and $t + \infty = \infty$. We consider that $\mathcal{IR}$ denotes the set of time intervals.

Let $M = (S, s_0, I, O, T)$ be a TFSM. We say that the sequence $\varphi$ is an invariant for $M$ if the following two conditions hold:

1. $\varphi$ is defined according to the following EBNF:
   \[
   \varphi ::=} a/z/p, \varphi | */p, \varphi' \mid i \mapsto O/p \triangleright \hat{t} \\
   \varphi' ::=} i/z/p, \varphi \mid i \mapsto O/p \triangleright \hat{t}
   \]

   In this expression we consider $\hat{p}, \hat{t} \in \mathcal{IR}$, $i \in I$, $a \in I \cup \{?\}$, $z \in O \cup \{?\}$, and $O \subseteq O$.

2. $\varphi$ is correct with respect to $M$ (formally defined in [3]).

Even though, our machines present time information expressed as fix amounts of time, time conditions established in invariants are given by intervals. This fact is due to consider that it can be admissible that the execution of a task sometimes lasts more time than expected: If most of the times the task is performed on time, a small number of delays can be tolerated. Concerning the notion of correctness, the idea is that an invariant is correct with respect to a machine $M$ if $M$ cannot perform a sequence of transitions that would contradict what the invariant expresses.

Intuitively, the previous EBNF expresses that an invariant is either a sequence of symbols where each component, but the last one, is either an expression $a/z/p$, with $a$ being an input action or the wild-card character $\?$, $z$ being an output action or $\?$, and $p$ being an interval, or an expression $*/p$. There are two restrictions to this rule. First, an invariant cannot contain two consecutive expressions $*/p_1$ and $*/p_2$. In the case that such situation was needed to represent a property, the tester could simulate it by means of the expression $*/(p_1 + p_2)$. The second restriction is that an invariant cannot present a component of the form $*/p$ followed by an expression beginning with the wild-card character $\?$, that is, the input of the next component must be a real input action $i \in I$. In fact, $\star$ represents any sequence of inputs/outputs pairs such that the input is not equal to $i$.

The last component, corresponding to the expression $i \mapsto O/p \triangleright \hat{t}$ is an input action followed by a set of output actions and two timed restrictions, denoted by means of two intervals $p$ and $\hat{t}$. The former is associated to the last expression of the sequence. The latter is related to the sum of times values associated to all input/output pairs performed before. For example, the meaning of an invariant as $i/o/p, \star/p, i' \mapsto O/p' \triangleright \hat{t}$ is that if we observe the transition $i/o$ in a time belonging to the interval $p$, then the first occurrence of the input symbol $i'$ after a lapse of time belonging to the interval $p'$, must be followed by an output belonging to the set $O$. The interval $\hat{t}$ makes reference to the total time that the system must spend to perform the whole trace. Next we introduce some examples in order to present how invariants work.

**Example 1** Let us consider the TFSM presented in Figure 1. One of the most simple invariants that we can define within our framework follows the scheme $a \mapsto \{x, y\}/[1, 6] \triangleright [1, 6]$. The idea is that each occurrence of the symbol $a$ is followed by either the output symbol $x$ or $y$ and this transition is performed between 1 and 6 time units.

We can specify a more complex property by taking into account that we are interested in observing the output $x$ after the input $a$ when the pair $c/x$ was previously observed. In addition, we include time intervals corresponding to the amount of time the system takes for each of the transitions and to the total time it spends in the whole trace. We could express this property by means of the invariant $c/x/\{3, 5\}, */[0, 5], a \mapsto \{x\}/[2, 4] \triangleright [4, 13]$. An observed trace will be correct with respect to this invariant if each time that we find a (sub)sequence starting with the $c/x$ pair, performed in an amount of time belonging to the interval $[3, 5]$, if there is an occurrence of the input $a$ before 5 time units pass, then it must be paired with the output symbol $x$ and the lapse of time between $a$ and $c$ must belong to the interval $[2, 4]$. In addition, the whole sequence must take a time belonging to the interval $[4, 13]$. □

### 3 Two approaches for the extraction of invariants from specifications

Normally, invariants should be supplied by the expert/tester. Then, the first step is to check that the invariants are correct with respect to the specification. Another approach consists in extracting invariants from the specification, so that their correctness is ensured. In this section we present two algorithms to extract invariants from specifications. The first algorithm is based on the adaptation to our framework of the algorithms given in [6]. The main drawback of applying this approach is that, in general, we have a huge set of invariants. The second algorithm, uses extra information about the users of the system and improves the first algorithm in two features. The first one is that the set of invariants is smaller. The second one is that
we can establish a minimum significance degree value for the set of invariants.

The adaptation to our framework of the algorithms given in [6] is presented in Figure 2. The next auxiliary functions are used in the algorithm.

**Definition 4** Let \( M = (S, s_0, \mathcal{I}, \mathcal{O}, T) \) be a TFSM and \( \omega = (i_1/o_1, \ldots, i_n/o_n) \) be a non-timed trace of \( M \). The function \( \text{outputs}(M, \omega) \) computes the set of all possible outputs associated with the last input of \( \omega \).

\[
\text{outputs}(M, \omega) = \{ o \mid (i_1/o_1, \ldots, i_n/o_n) \in \text{nttr}(M) \}
\]

The functions \( mT(\omega, j, O) \) and \( MT(\omega, j, O) \) compute the minimum, respectively maximum, time value associated to the pair \( i_j/o_j \) in all the timed traces of \( M \) corresponding to \( \omega \), except the last output that must belong to \( O \), that is,

\[
mT(\omega, j, O) = \min \{ t_j \mid (i_1/o_1, \ldots, i_n/o_n) \in \text{tr}(M) \land o \in O \}
\]

\[
MT(\omega, j, O) = \max \{ t_j \mid (i_1/o_1, \ldots, i_n/o_n) \in \text{tr}(M) \land o \in O \}
\]

The function \( \text{generateT}(M, \omega) \) computes a set of correct invariants with respect to \( M \) corresponding to the sequence \( \omega \).

\[
\{ \varphi = i_1/o_1, \ldots, i_n/o_n \rightarrow O/o_n \triangleright \hat{q} \land O = \text{outputs}(M, \omega) \land \forall 1 \leq k \leq n: \hat{p}_k = [mT(\omega, k, O), MT(\omega, k, O)] \land \hat{q} = \sum \hat{p}_k \}
\]

Next, we briefly describe this algorithm. The input parameter is the specification of the system, while the output is a set of correct invariants generated from it. The algorithm applies the function \( \text{generateT} \) to all the non-timed traces \( \Omega \) of the specification in order to produce a set of correct invariants \( \phi \). The drawback of this proposal is that the number of possible invariants is really huge, usually infinite, and most of them have low significance. Let us note that this set is usually infinite due to the fact that we compute all non-timed traces of the specification.

In order to reduce the number of invariants we propose an algorithm that uses extra information obtained by the application of data mining techniques to a set of data recorded from the interaction between different users and the IUT. First, a selection of data is made and preprocessed in order to check that there does not exist any incongruence, that is, the set of data represents traces of users that have been observed during their interaction with the IUT. We will focus on extracting sets of relevant behaviors from this set of data, that is, those sequences of interactions of the users with the system that appear more frequently. In order to determine these behaviors we use the usual techniques for obtaining frequent patterns from a database (see, for example, [1, 11]). The task of discovering the frequency of each behaviour in the database is performed by means of the applications of any of the existing tools. In our approach we use [7].

In order to determine the knowledge obtained from the data, we formally define a frequency threshold relative to a set of sequences. The frequency threshold represents the degree of relative frequency that a set of behaviours has with respect to the global set of behaviours [15]. Let us note that in order to define the user behaviour, we abstract outputs and time values since the are not relevant for this phase.

**Definition 5** A user behaviour is a sequence of input actions \( \alpha = (i_1, i_2, \ldots, i_n) \) where \( n \geq 0 \). A database \( \mathcal{DB} \) is a multiset of user behaviours.

If \( \alpha' \) is a subtrace of \( \alpha \) then we denote it by \( \alpha' \leq \alpha \).

The set of all prefixes of \( \alpha \) is denoted by \( tu(\alpha) \).

We denote by \( \text{prob}(\alpha, \mathcal{DB}) \) the probability of finding the user behaviour \( \alpha \) in the database \( \mathcal{DB} \).

The prefix-closed frequency of a set of input sequences \( \Sigma \) over the database \( \mathcal{DB} \) is defined as:

\[
c_{\mathcal{DB}}(\Sigma) = \sum_{\alpha \in \bigcup_{\alpha' \in \Sigma} \text{tu}(\alpha')} \text{prob}(\alpha, \mathcal{DB})
\]

We assume that the world is regular. Therefore, if we have a big number of user behaviours in the database, we are able to consider that we have an acceptable percentage of the amount of usual interactions with the system. Let us note that the idea of being provided with a knowledge base which contains a representation...
of an expertise in the domain, that is our database, is not new; it is a usual assumption considered in an expert system.

In Figure 3 we adapt the previous algorithm presented in Figure 2 to include the extra information that we have obtained by using our data mining process. The goal of this algorithm is still to obtain a set of correct invariants from the specification. The problem that we had in the previous algorithm, regarding to the high number of invariants that we generated, is solved by focusing only on the invariants that represent a normal behaviour of a user interacting with the IUT. Let us remember that we abstract the outputs and the time values.

Next we define a set of auxiliary functions which are used in the algorithm.

**Definition 6** Let \( DB \) be a database. The function \( msTOs \) computes the set of user behaviours associated to a database, that is,

\[
msTOs(DB) = \{ \alpha | \alpha \in DB \}
\]

The function \( moreR \) computes the most representative sequence of input actions of a database \( DB \) that does not belong to a set of input sequences \( \Sigma \), that is,

\[
moreR(DB, \Sigma) = \begin{cases} 
\alpha & \text{if } \exists \alpha' : \alpha \in msTOs(DB) \setminus \Sigma \land \\
\forall \alpha' : \alpha' \in msTOs(DB) \setminus \Sigma \land \\
c_{DB}(\{\alpha\}) \geq c_{DB}(\{\alpha'\}) \\
\end{cases}
\]

Let \( M = (S, s_0, I, O, T) \) be a TFSM, and \( \alpha = (i_1, \ldots, i_n) \) be a single sequence of input actions. The function \( generateT'(M, \alpha) \) computes a set of correct invariants with respect to \( M \) corresponding to the inputs sequence \( \alpha \), that is,

\[
\begin{cases} 
\varphi = h_1, \ldots, h_{n-1}, i_n \mapsto \{O\}/\tilde{p}_n \triangleright \hat{q} \land \\
h_1 = i_1/o_1/p_1 \land \ldots \land h_{n-1} = i_{n-1}/o_{n-1}/p_{n-1} \land \\
\exists \omega = (i_1/o_1, \ldots, i_n/o) \in \mathsf{nttr}(M) \land \\
O = \mathsf{outputs}(M, \omega) \land \\
\forall 1 \leq k \leq n : \hat{p}_k = [\mathsf{mt}(\omega, k, O), \mathsf{mt}(\omega, k, O)] \land \\
\hat{q} = \sum \hat{p}_k 
\end{cases}
\]

Next, we briefly describe the main steps of this algorithm. As input parameters of the algorithm we have the specification, modelled using a TFSM, the database \( DB \) containing the stored sequences of interactions between users and the IUT and, the significance degree over the database that it is required. The results of our algorithm is a set of correct invariants \( \phi \).

**Figure 3. Algorithm for generating invariants from a TFSM using statistical information.**

We have two different phases in this algorithm. The first one selects a set of user behaviours \( \Sigma \) which represents at least the grade of relevance established. Initially we choose the most significant sequences of user interactions from the database applying the function \( moreR \). If the grade of relevance that we obtain after computing all sequences of user interactions in the database is less than the one required, we extend the traces in \( \Sigma \) until we reach it. The second phase uses the set \( \Sigma \) and generates a set of correct invariants with respect to the provided specification, storing them in \( \phi \) which will be the set that the algorithm returns. The function \( generateT' \) given in Definition 6 is used for generating a set of correct invariants given a sequence of inputs. Let us remark that this function is different form the function \( generateT \) used in the previous algorithm. The new function considers a sequence of inputs, while the previous one considered a sequence of input/output pairs.

When we compare the set of invariants obtained from this second algorithm with respect to the set of invariants obtained from the first algorithm we see that
the cardinal of this new set is always less than or equal to the obtained with respect to the first one.

4 Conclusions and Future Work

In this paper we have extended our passive testing framework with two algorithms to generate invariants from the specification. Our invariants can be seen as rules that reflect functional and non-functional aspects of the specification that must be hold by any trace produced by the IUT. As usual, the set of all possible traces from an implementation is infinite and we want to generate a representative set of invariants which reflect the most often interactions between users and implementation. We present a methodology based on data mining from a database which contains the interactions between users and the system, in order to obtain the most frequent interactions sequences. We use this extra information to guide the second algorithm.

As future work we will focus on adapting a formal framework, such as the one presented in [2], to the task of representing a user model which reflects the behaviour of a user. We will use this model to reflect the probability to perform an action and we will adapt the second algorithm provided in this paper with this new formalism.
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