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Abstract. In this paper we introduce time information in PAMR (Process Algebra for the Management of Resources). PAMR is a process algebra that simplifies the task of specifying processes whose behavior strongly depend on the resources that they have. One of the drawbacks of PAMR is that there is not an appropriate notion of time. In this paper we will consider that the duration of actions is controlled by a random variable. These random variables will take values, according to some probability distribution functions, that may depend, in particular, on the available resources. We present two examples showing the main features of our stochastic version of PAMR.

1 Introduction

The process algebra PAMR [18], as well as its adaptions/extensions [20,21], represents a formalism to specify systems where resources play a fundamental role. The main advantage of PAMR consists in the separation between the behavior of processes (specified in a usual process algebra) and the management of the resources that a process can make use of. By doing so, specifications get clearer as many details can be encoded in the resources part. Let us show the main advantages by using a simple example. Let us consider the classical five dining philosophers example. If we try to specify this problem in a CCS-like language, we have to consider that forks are usual processes. Besides, the philosophers must also include some actions indicating communication with the forks. In PAMR we may separate between real processes (the philosophers) and available resources (the forks). In our case, a philosopher is simply defined as

\[
\text{philosopher}_i ::= \text{think} ; \text{eat} ; \text{philosopher}_i
\]

We consider that the philosopher \(i\) needs no resources to think. Besides, he needs forks \(i\) and \((i \mod 5) + 1\) to perform the action \texttt{eat}.

Another interesting feature of PAMR allows processes to exchange resources among them. By doing so, processes will improve their performances. For example, consider a system where two processes are running. One of them is making intensive use of RAM while the other one is mainly sending packets through a
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LAN. So, the first process should have a big amount of memory (and a limited access to the local bus) while the situation should be the opposite for the other process. Besides, let us suppose that this situation may change as time passes (for example, the first process may eventually become an I/O-bound process). In order to model such a situation, we could consider a centralizer allocating the available resources to processes. Nevertheless, in PAMR no centralizer is needed. Processes will exchange resources according both to some predefined policy and to some information about their preferences towards resources. So, an exchange is allowed if it is profitable with respect to the chosen policy, for example, if some processes improve and no one deteriorates. This first policy is equivalent to consider that processes are the real owners of resources. Another possibility is that exchanges are allowed only if the whole system improves. The results of this policy are similar to consider a centralizer who looks for an improvement of the global behavior of the system.

Even though PAMR has been already applied to different fields (from concurrent systems to a variant of e-commerce [20] or to the specification of autonomous agents [21,17]) we think that there is (at least) an aspect that could be more satisfactorily covered: The modeling of time. In PAMR, a primitive notion of time could be introduced by using the necessity function. In short, each process has a function \( n : \text{Act} \times \mathbb{R}_+^n \rightarrow \mathbb{R}_+ \cup \{\infty\} \). A value \( n(a, \vec{x}) = \infty \) indicates that the amount of resources owned by the process (that is, \( \vec{x} \)) is not enough to perform the action \( a \). If \( n(a, \vec{x}) = r \in \mathbb{R}_+ \), the value \( r \) could be considered as the time that the process needs to perform \( a \), given the resources \( \vec{x} \). In fact, this approach was somehow implemented in [19]. However, it presents some problems. First, in PAMR there is no notion of concurrent passing of time. In other words, if we have a parallel composition of several processes, the passage of time in one of the processes could not be reflected in the other ones. Second, this notion of time would be completely deterministic, that is, for any \( n, a, \) and \( \vec{x} \) the time that the process needs to perform \( a \) is fixed. It seems more interesting to consider a stochastic approach where the necessity function returns a random variable. So, we may consider that \( n(a, \vec{x}) = \xi \) indicates that, if the process may use the resources \( \vec{x} \), then it will perform the action \( a \) before time \( t \) with probability equal to \( F_\xi(t) \), where \( F_\xi \) is the probability distribution function associated with \( \xi \). For example, we could have that \( \xi \) is uniformly distributed over the interval \( [0, \sum \frac{1}{\vec{x}}] \).

In order to include our notion of time, we profit from the study in the field of stochastic process algebras (e.g. [8,1,11,13,10]). Even though most of the models that were originally proposed were restricted to only use exponential distributions, there are already several proposals for stochastic models with general distributions (e.g. [9,13,5,14,6,7]). The restriction to Markovian models simplifies several of the problems that appear when considering general distributions. In particular, some quantities of interest, like reachability probabilities or steady-state probabilities, can be efficiently calculated by using well known methods on Markov chains. Besides, the (operational) definition of the language is usually simpler than the one for languages allowing general distributions. Nevertheless, this restriction does not allow to properly specify systems where time distribu-
tions are not exponential. Moreover, the main weakness of non-exponential models, that is the analysis of properties, can be (partially) overcome by restricting the class of distributions. A good candidate are phase-type distributions, where the analysis of performance measures can be efficiently done in some general cases. There are other proposals dealing with these limitations in a different way. For example, [12,22] show how model checking can be extended to semi-Markov Chains while [15] presents a framework for translating specifications with general distributions into a functional language where simulations can be performed.

In order to cope with the usual problem of general distributions in the scope of parallel compositions, actions are split into two events: start and termination. A similar mechanism is used in [5,15]. Nevertheless, in those approaches stochastic and action transitions are separated (already in the syntax on the corresponding languages). In our case, transitions must contain both information about the action and the associated random variable. Besides, processes engaged in the execution of an action (that is, they have performed a start event but they did not perform the corresponding termination event) will have some trading limitations. For example, they will not be able to trade resources that they need to perform the corresponding action. These two facts complicate the operational rules for the definition of systems.

The rest of the paper is structured as follows. In Section 2 we present our language, that we call SPAMR and its operational semantics. In Section 3 we present two examples showing the main features of SPAMR. Finally, in Section 4 we present our conclusions and some lines for future work.

2 The Language SPAMR

In this section we present the syntax and operational semantics of our language. In SPAMR, as well as in PAMR, systems are defined in two steps. First, we introduce the notion of process. A process consists of a behavior (expressed in a LOTOS-like language) together with some information about resources (the amounts that it owns, how they are consumed/produced after performing actions, etc). A system is defined as the parallel composition of several processes. These processes may perform exchanges of resources so that they improve with respect to a given policy. Once no more exchanges can be made, indicating that a (somehow) good distribution of resources has been reached, processes may perform actions (possibly by synchronizing with other processes). Next we introduce some preliminary notations.

Definition 1. We consider $\mathbb{R}_+ = \{ x \in \mathbb{R} \mid x \geq 0 \}$. For any $r \in \mathbb{R}_+$, we have that $\text{trunc}(r)$ denotes the natural number resulting from discarding the decimal part of the real $r$.

We will usually denote vectors in $\mathbb{R}^n$ (for $n \geq 2$) by $\vec{x}, \vec{y}, \ldots$. Given $\vec{x} \in \mathbb{R}^n$, $x_i$ denotes its $i$-th component. Let $\vec{x}, \vec{y} \in \mathbb{R}^n$. We define the addition of $\vec{x}$ and $\vec{y}$ as the vector $\vec{x} + \vec{y} = (x_1 + y_1, \ldots, x_n + y_n)$. We write $\vec{x} \leq \vec{y}$ if we have $x_i \leq y_i$ for all $1 \leq i \leq n$. 

Let $A$ be a set and $n,m \geq 1$. We denote by $A^{n \times m}$ the matrices of dimension $n \times m$ of elements of $A$ (we use calligraphic letters $\mathcal{E}, \mathcal{E}_1 \ldots$ to range over $A^{n \times m}$).

Stochastic information is introduced by means of random variables. We will consider that the sample space (that is, the domain of random variables) is the set of real numbers $\mathbb{R}$ and that random variables take positive values only in $\mathbb{R}^+$, that is, given a random variable $\xi$ we have $F_\xi(t) = 0$ for all $t < 0$. The reason for this restriction is that random variables will always be associated with time distributions.

**Definition 2.** We denote by $\mathcal{V}$ the set of random variables. We will extend this set with a special symbol $\xi_\infty \notin \mathcal{V}$. It will be used to represent the case when an action cannot be performed (because the process does not own enough resources). We consider $\mathcal{V}_* = \mathcal{V} \cup \{\xi_\infty\} \ (\xi, \psi, \ldots$ to range over $\mathcal{V}_*)$.

Let $\xi$ be a random variable. Its probability distribution function, denoted by $F_\xi$, is the function $F_\xi : \mathbb{R} \to [0,1]$ such that $F_\xi(x) = P(\xi \leq x)$, where $P(\xi \leq x)$ is the probability that $\xi$ assumes values less than or equal to $x$.

We consider a distinguished random variable. By unit we denote a random variable such that $F_{\text{unit}}(x) = 1$ for all $x \geq 0$, that is, unit is distributed as the Dirac distribution in 0.

Let $\xi_1$ and $\xi_2$ be independent random variables with probability distribution functions $F_{\xi_1}$ and $F_{\xi_2}$, respectively. We define the combined addition of $\xi_1$ and $\xi_2$, denoted by $\xi_1 \oplus \xi_2$, as the random variable with probability distribution function defined as $F_{\xi_1 \oplus \xi_2}(x) = F_{\xi_1}(x) + F_{\xi_2}(x) - F_{\xi_1}(x) \cdot F_{\xi_2}(x)$. This operator can be generalized to an arbitrary (finite) number of random variables. Let $\Psi = \{\xi_i\}_{i \in I}$ be a non-empty finite set of independent random variables. We define the combined addition of the variables in $\Psi$, denoted by $\oplus \Psi$, as the random variable with probability distribution function defined, for any $x \in \mathbb{R}$, as $F_{\oplus \Psi}(x) = \sum_{\emptyset \subset \Phi \subseteq \Psi} (-1)^{|\Phi|+1} F_{\oplus \Phi}(x)$ where $F_{\oplus \Phi}(x) = \prod_{i \in I} F_{\xi_i}(x)$. Note that for singleton sets of random variables, $\Psi = \{\xi\}$, we have $\oplus \Psi = \xi$. We consider, for convenience, $F_{\oplus \emptyset}(x) = 0$ for all $x \in \mathbb{R}$.

Let $\xi$ and $\phi$ be two random variables. We say that $\xi$ and $\phi$ are identically distributed, denoted by $\xi \asymp \phi$, if for any $t \geq 0$, we have that $F_\xi(t) = F_\phi(t)$.

The operator $\oplus$ can be used when random variables are combined. Let us note that this operator does not correspond with the usual definition of addition of random variables (we will denote that addition of random variables by $\oplus$). Actually, it is easy to show that $F_{\oplus \Psi}$ computes the probability distribution function associated with the random variable $\min(\Psi)$. Finally, let us remark that if we consider the addition of random variables, for all random variable $\xi$ we have that $\xi + \text{unit} = \xi$.

**Example 1.** Let us show some examples of random variables and the probability distribution functions governing their behavior. Let us consider the following
probability distribution functions:

\[
F_1(x) = \begin{cases} 
0 & \text{if } x \leq 0 \\
\frac{4}{3} & \text{if } 0 < x < 3 \\
1 & \text{if } x \geq 3 
\end{cases}
\]

\[
F_2(x) = \begin{cases} 
0 & \text{if } x < 4 \\
1 & \text{if } x \geq 4 
\end{cases}
\]

\[
F_3(x) = \begin{cases} 
1 - e^{-3x} & \text{if } x \geq 0 \\
0 & \text{if } x < 0 
\end{cases}
\]

If a random variable \( \xi_1 \) has as associated probability distribution function \( F_1 \), then we say that \( \xi_1 \) is uniformly distributed in the interval \([0, 3]\). Uniform distributions allow us to keep compatibility with time intervals in (non-stochastic) timed models in the sense that the same weight is assigned to all the times in the interval. If \( \xi_2 \) has as associated probability distribution function \( F_2 \) then we say that \( \xi_2 \) follows a Dirac distribution in 4. The idea is that the corresponding delay will be equal to 4 time units. Dirac distributions allow us to simulate deterministic delays appearing in timed models. If \( \xi_3 \) has as associated probability distribution function \( F_3 \) then we say that \( \xi_3 \) is exponentially distributed with parameter 3.

One of the components of a process will be given by its behavior. These behaviors will be specified in a LOTOS-like processes algebra, but any other similar formalism could be used. We consider a fixed set of visible actions \( \text{Act} \) (\( a, b, \ldots \) to range over \( \text{Act} \)). We assume the existence of a special action \( \tau \notin \text{Act} \) which represents the internal behavior of a process. We also consider the set of internal actions \( \text{Act}_\tau \) such that \( \tau \in \text{Act}_\tau, \text{Act}_\tau \cap \text{Act} = \emptyset \), and there exists a bijection \( f : \text{Act} \rightarrow (\text{Act}_\tau - \{\tau\}) \) such that for all \( a \in \text{Act} \), we will denote \( f(a) \) by \( \tau_a \). We denote by \( \text{ACT} \) the set of actions, that is, \( \text{ACT} = \text{Act} \cup \text{Act}_\tau \) (\( \alpha, \alpha', \ldots \) to range over \( \text{ACT} \)). Let us note that we do not consider a unique internal action, even though an external observer will not be able to distinguish them. The difference among them comes from the fact that they will need different resources to be performed. So, if a process needs a set of resources \( \pi \) to perform a visible action \( a \), and this action is hidden, the resulting action, that is \( \tau_a \), needs the same amount of resources \( \pi \) to be performed. Sets of internal actions appear in other models for concurrent processes (for example, for I/O automata [16]). Finally, we consider a set of process variables \( Id \).

**Definition 3.** The set of basic processes, denoted by \( B \), is given by the following BNF-expression

\[
B ::= \text{stop} \mid X \mid \alpha : B \mid B + B \mid B \parallel_{\alpha} A \mid B \mid \text{hide } A \text{ in } B \mid X := B,
\]

where \( \alpha \in \text{ACT}, A \subseteq \text{Act}, \) and \( X \in \text{Id} \).
We denote by $P$ the set of processes. Let us consider that there exists a number $m > 0$ of different resources. A process is a tuple $P = (B, x, u, n, c)$, where $B \in B$ (the basic process defining its behavior), $x = (x_1, \ldots, x_m)$ is an assignment of resources, $u : \mathcal{P}(\text{ACT}) \times R_+^m \rightarrow R$ (the utility function), and $n : \text{ACT} \times R_+^m \rightarrow V_+$ (the necessity function). We denote by $\mathcal{P}$ the set of processes.

Given a process $P_i$, we will usually consider $P_i = (B_i, x_i, u_i, n_i, c_i)$, that is, indices will denote the process to which $B, x, \ldots$ are related.

Next we briefly explain the components of a process. If $P = (B, x, u, n, c)$ is a process then $x$ indicates that $P$ owns $x_i$ units of the $i$-th resource. The utility

---

**Fig. 1.** Operational Semantics for the Base Language.

<table>
<thead>
<tr>
<th>Rule</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Pre)</td>
<td>$\alpha : B \xrightarrow{\alpha} B$</td>
</tr>
<tr>
<td>(Rec)</td>
<td>$B[X := B/X] \xrightarrow{\alpha} B'$</td>
</tr>
<tr>
<td>(Cho1)</td>
<td>$B_1 \xrightarrow{\alpha} B'_1 \Rightarrow B_1 + B_2 \xrightarrow{\alpha} B'_1 + B_2'$</td>
</tr>
<tr>
<td>(Cho2)</td>
<td>$B_1 \xrightarrow{\alpha} B'_1 \wedge \alpha \notin A \Rightarrow B_2 \xrightarrow{\alpha} B'_2 \Rightarrow B_1 + B_2 \xrightarrow{\alpha} B'_1 + B_2'$</td>
</tr>
<tr>
<td>(Par1)</td>
<td>$B_1 \xrightarrow{\alpha} B'_1 \wedge \alpha \notin A \Rightarrow B_1 \parallel B_2 \xrightarrow{\alpha} B'_1 \parallel B_2'$</td>
</tr>
<tr>
<td>(Par2)</td>
<td>$B_1 \xrightarrow{\alpha} B'_1 \wedge \alpha \notin A \Rightarrow B_1 \parallel B_2 \xrightarrow{\alpha} B'_1 \parallel B_2'$</td>
</tr>
<tr>
<td>(Par3)</td>
<td>$B_1 \xrightarrow{\alpha} B'_1 \wedge \alpha \notin A \Rightarrow B_1 \parallel B_2 \xrightarrow{\alpha} B'_1 \parallel B_2'$</td>
</tr>
<tr>
<td>(Hid1)</td>
<td>$\text{hide } A \text{ in } B_1 \xrightarrow{\alpha} \text{hide } A \text{ in } B'_1$</td>
</tr>
<tr>
<td>(Hid2)</td>
<td>$B_1 \xrightarrow{\alpha} B'_1 \wedge \alpha \notin A \Rightarrow B_1 \xrightarrow{\alpha} B'_1 \text{ in } B'$</td>
</tr>
</tbody>
</table>
function $u$ contains preferences between baskets of resources. This function is applied to the set of actions that $B$ can immediately perform and to a set of resources. It returns a real value. If we have that $u(A, \bar{x}) < u(A, \bar{y})$ then $P$ would prefer the basket $\bar{y}$ to the basket $\bar{x}$, considering that $A = \text{Imm}(B)$. Given the fact that the utility function is only applied to sets of immediate actions, we suppose $u(\emptyset, \bar{x}) = 0$. That is, a deadlocked process does not need any resource, so they will be shared with the rest of the processes. The utility function plays a fundamental role in the exchange of resources as it allows to decide whether a new basket would improve the situation of the process.

The necessity function $n$ relates the resources and the speed of execution of actions. Thus, if $n(\alpha, \bar{x}) = \xi < \xi_{\infty}$ then the action $\alpha$ will be performed by $P$, that owns the resources $\bar{x}$, following the probability distribution function $F_{\xi}$. In other words, $\alpha$ will be performed before time $t$ with probability $F_{\xi}(t)$. If $n(\alpha, \bar{x}) = \xi_{\infty}$ then we have that the owned resources are not enough to perform $\alpha$. It is important to note that, usually, random variables will depend on the resources the process owns. Finally, we assume $n(a, \bar{x}) = n(\tau_a, \bar{x})$.

The consumption of resources function indicates the consumed/produced resources after performing an action. That is, $c(\alpha, \bar{x}) = \bar{y}$ means that, after performing $\alpha$, the set of resources of the process varies from $\bar{x}$ to $\bar{y}$. A necessary condition for a process to perform an action $\alpha$ is $c(\alpha, \bar{x}) \geq 0$. We do not allow debts, even transient ones, because they could generate inconsistencies. For example, such debts could produce that two processes simultaneously use a printer.

Systems will perform transitions according to the possible transitions of processes. These transitions are defined by the following operational rule:

$$
B \xrightarrow{\alpha} B' \land n(\alpha, \bar{x}) = \xi \in \mathcal{V} \land c(\alpha, \bar{x}) \geq \bar{y}
$$

where $P = (B, \bar{x}, u, n, c)$ and $P' = (B', c(\alpha, \bar{x}), u, n, c)$. Intuitively, a process may perform an action if its corresponding behavior can, it has enough resources to perform it, and this performance does not produce any debts.

A system will be the parallel composition of several processes. We allow $m$ among $n$ synchronization. Let us consider the compositions of the processes $P_1, \ldots, P_n$. Each process has a synchronization set $A_i$. The process $P_i$ is allowed to asynchronously perform any action in $\text{ACT} - A_i$: if $P_i$ is able to perform an action $a \in A_i$ then $P_i$ has to synchronize with the rest of processes $P_j$ such that $a \in A_j$. In order to deal with the usual semantic problems of general distributions in the scope of a parallel operator, we have chosen an approach inspired in [5,15]. That is, actions are split into start (belonging to the set $\text{ACT}^+ = \{\alpha^+ \mid \alpha \in \text{ACT}\}$) and termination (belonging to the set $\text{ACT}^- = \{\alpha^- \mid \alpha \in \text{ACT}\}$). So, labels appearing in the forthcoming operational semantics for systems may contain elements from $\text{ACT}^+ \cup \text{ACT}^-$. 

**Definition 6.** Let $A_1, \ldots, A_n \subseteq \text{Act}$. A system $S$ is a parallel composition of $n$ processes $P_1, \ldots, P_n$ synchronizing, respectively, in the set $A_i$. We denote the system $S$ by $\big|_{M}^{A_i} P_i$, where $M \subseteq \{1, \ldots, n\} \times \text{ACT} \times \mathcal{V} \times \mathbb{R}^m$. We denote the set of systems by $\mathcal{S}$. 

$\square$
where

\[
\begin{align*}
S & \models_{\overline{\delta}}^{n} P_i[S_{\delta} \wedge allowed(S, \overline{\delta})] \\
& \quad \bigwedge 1 \leq i \leq n : P'_i = (B_i, \overline{x}_i) - \sum_{j} \overline{E}_{ij} + \sum_{j} \overline{E}_{ji}, u_i, n_i, c_i] \\
S & \not\models P_j \overset{(\alpha, \overline{x})}{\rightarrow} P'_j \wedge \alpha \notin A_j \wedge j \notin Ind(M) \\
& \quad \bigwedge 1 \leq i \leq n, P''_i = \begin{cases} P'_j & \text{if } i = j \\ P_i & \text{if } i \neq j \end{cases} \\
S & \not\models S \overset{\text{Act}^+}{\rightarrow} (j, \alpha, \overline{x}, \overline{\delta}) \in M \wedge \alpha \notin A_j \\
& \quad \bigwedge 1 \leq i \leq n, P''_i = \begin{cases} P''_j & \text{if } a \in A_i \\ P_i & \text{if } a \notin A_i \end{cases} \\
S & \not\models S \overset{\text{Act}^+}{\rightarrow} (j, a, \overline{x}, \overline{\delta}) \in M \wedge a \in A_j \wedge \forall k \in B(a) : (k \notin Ind(M) \wedge \exists P'_k : P_k \overset{(\alpha, \overline{x})}{\rightarrow} P'_k) \\
& \quad \bigwedge 1 \leq i \leq n, P''_i = \begin{cases} P'_i & \text{if } a \in A_i \\ P_i & \text{if } a \notin A_i \end{cases} \\
S & \models_{\overline{\delta}}^{n} P_i \\
\end{align*}
\]

The set \( M \) will store information about which processes are performing actions, that is, they started an action but they did not finish it. Any element \((i, \alpha, \xi, \overline{y}) \in M\) represents that the \( i \)-th process is currently performing \( \alpha \), with respect to the random variable \( \xi \), and it is using the resources given by \( \overline{y} \). We will always assume that \( M \) is initially empty. In Figure 2 we present the operational semantics for systems. The first rule indicates a exchange of resources. The predicate \( valid(S, \overline{\delta}) \) controls that processes are not giving resources that they do not own or that they are currently using/producing/consuming. The predicate \( allowed(S, \overline{\delta}) \) detects whether the exchange is correct with respect to the chosen policy. We will formally define these two predicates later. As a consequence of the exchange, \( P_i \) gives to \( P_j \) the quantities of resources indicated by \( \overline{E}_{ij} \), while \( P_j \) receives from \( P_i \) the quantities given by \( \overline{E}_{ji} \). We will denote by \( \sim \) the reflexive and transitive closure of \( \sim \). Once we have a situation where no exchange can be performed (that is, \( S \not\models \)) the processes will perform usual transitions. Let us remark that \( S \not\models \) indicates that the resources have been (somehow) well distributed. The second rule indicates that a process may start
the performance of a non-synchronizing action if it is not currently performing
another action (i.e. \( j \not\in \text{Ind}(M) \)). In this case, we need to include information
about this performance in the set \( M \) (see the definition of \( M_1 \) at the bottom
of Figure 2). In particular, we need to indicate which resources will be \textit{blocked}
while performing that action (we will formally introduce this concept after this
explanation). The fourth rule is similar but considering synchronizing actions.
Let us remark that processes may perform the same action at different speeds
(in particular, depending on the resources that they own). We take the slowest,
that is, we consider a random variable distributed as the maximum of the corre-
sponding random variables (see the definition of \( \psi \) at the bottom of Figure 2).
The remaining rules deal with termination of actions. The third rule says that
if a process \( P_j \) may terminate an action (that is, a tuple with index \( j \) belongs
to \( M \)) and no other process may start an action immediately (i.e. \( S \xrightarrow{\text{Act}^+} \))
then the system can terminate this action. Let us note that \( S \xrightarrow{\text{Act}^+} \) holds
iff \( \text{Ind}(M) \cup \{ j \mid P_j \rightarrow \} = \{ 1, \ldots, n \} \). In this case, the corresponding tuple is
removed from \( M \). A similar situation appears in the last rule.

Next we define the remaining predicates. If a process is performing an ac-
tion then there will be resources that it cannot exchange. These resources are
those created/consumed during the performance of the action and the ones that
the process is using (those adding utility for that particular action). So, these
resources will be \textit{blocked} for possible exchanges.

**Definition 7.** Let \( P = (B, \overrightarrow{x}, u, n, c) \) be a process. We say that \( P \) \textit{depends}
on the resource \( j \) to perform an action \( \alpha \in \text{ACT} \), denoted by \( \text{Depends}(P, j, \alpha) \), if
there exist \( \overrightarrow{x}', \overrightarrow{x}'' \leq \overrightarrow{x} \) such that \( \overrightarrow{x}'' = (x_1', x_2', \ldots, x_j' + \epsilon, \ldots, x_m') \), for some \( \epsilon > 0 \),
and \( u(\{ \alpha \}, \overrightarrow{x}') < u(\{ \alpha \}, \overrightarrow{x}'') \).

The tuple of \textit{blocked} resources for \( P \) while performing and action \( \alpha \in \text{ACT} \),
denoted by \( \text{Blocked}(P, \alpha) \), is defined as \( c(\alpha, \overrightarrow{x}) - \vec{x} + \vec{y} \), where for all \( 1 \leq j \leq m \)
we have \( y_j = x_j \) if \( \text{Depends}(P, j, \alpha) \) and \( y_j = 0 \) otherwise.

Let us note that \( P \) will perform exchanges by taking into account that it will
own (after performing \( \alpha \)) the resources given by \( c(\alpha, \overrightarrow{x}) \). This is so because the
operational rule for processes \textit{updates} the set of owned resources. However, the
net creation/consumption of resources, that is \( c(\alpha, \overrightarrow{x}) - \vec{x} \), cannot be used in these
exchanges. In addition, the resources that the process is using for performing \( \alpha \)
are also excluded. All these resources are \textit{liberated} when the action is finished
(by removing the corresponding information from \( M \)). Let us also remark that a
process may receive (after future exchanges, before completing the performance
of \( \alpha \)) new quantities of the blocked resources. Nevertheless, these resources will
neither improve the performance of the action being performed nor will be added
to the set of blocked resources.

The \( \text{valid}(S, E) \) predicate controls that a exchange is possible. It holds if the
processes do not give resources that they do not own and the diagonal of the
matrix is filled with \( \vec{0} \). In addition, blocked resources (that is, those included in
the set \( M \)) cannot be exchanged.
Definition 8. Let $S = M \parallel P_i$ be a system, where for all $1 \leq i \leq n$ we have $P_i = (B_i, \overline{x}_i, u_i, n_i, c_i)$. We say that $E \in (\mathbb{R}^n_+)^{n \times n}$ is a valid exchange matrix for $S$, denoted by valid$(S, E)$, if for all $1 \leq i \leq n$ we have $E_{ii} = 0$, and $\sum_j E_{ij} \leq \overline{x}_i - x_i$ if there exists $\alpha, \xi : (i, \alpha, \xi, x) \in M$, and $\sum_j E_{ij} \leq x_i$ otherwise.

The allowed$(S, E)$ predicate detects whether an exchange conforms the chosen policy. In [18] two different policies were introduced, but others could be defined. In this paper we will only consider the preserving utility policy. Under this assumption, exchanges are allowed only if, after the exchange, at least one process improves and no process gets worse. Intuitively, processes are the owners of the resources and they will not give them up if they do not receive a compensation.

Definition 9. For all $1 \leq i \leq n$ let $P_i = (B_i, \overline{x}_i, u_i, n_i, c_i)$, let $S = M \parallel A_i P_i$ be a system, and $E \in (\mathbb{R}^n_+)^{n \times n}$ be such that valid$(S, E)$. The allowed$(S, E)$ predicate holds if for all $1 \leq i \leq n$ we have $u_i(\text{Imm}(B_i), \overline{x}_i) \leq u_i(\text{Imm}(B_i), \overline{x}_i - \sum_j E_{ij} + \sum_j E_{ji})$ and there exists $1 \leq k \leq n$ such that we have $u_k(\text{Imm}(B_k), \overline{x}_k < u_k(\text{Imm}(B_k), \overline{x}_k) - \sum_j E_{kj} + \sum_j E_{jk})$.

3 Examples

In this section we will show how SPAMR can be used to specify and analyze concurrent systems where both resources and actions taking time to be performed play an important role. First, we present a classic and simple example: The readers/writers problem. Next, we give a more elaborated example where three researchers share some hardware in a laboratory.

During the rest of the section we assume that an undefined value of the utility, necessity, or consumption functions is set to an arbitrary value. Actually, these cases will not be possible because they will correspond to an action (or a set of actions for the utility function) not reachable by the corresponding processes. For the sake of simplicity in the presentation, we will use probability distribution functions instead of random variables. We will consider that $U(t_1, t_2)$ denotes a random variable uniformly distributed on the interval $[t_1, t_2]$; $E(\lambda)$ denotes a random variable exponentially distributed with parameter $\lambda$; $\delta(t)$ denotes a Dirac distribution in $t$. Let us remember that a Dirac distribution models deterministic time, that is, $\delta(t)$ indicates a delay of $t$ time units.

3.1 The Readers and Writers Problem

We suppose $n$ readers and $m$ writers which may access a file. Any number of readers may simultaneously read from the file, but when a writer holds access to

---

1 The choice of a good policy is not a trivial task. Actually, it is impossible to choose a perfect policy because this problem is related with the social welfare aggregator problem. Arrow’s impossibility theorem [2] shows that there does not exist such an aggregator fulfilling a certain set of desirable properties.
the file, neither readers nor other writers are allowed to access it. The behaviors for readers and writers are given by:

\[
\text{Reader} := \text{read} ; \text{other\_tasks} ; \text{Reader} \\
\text{Writer} := \text{write} ; \text{other\_tasks} ; \text{Writer}
\]

We consider that there is only one resource, the access to the file, and that there are \( n \) units of it. We initially assign a unit of the resource to each reader. For any process, its utility function is defined as:

\[
u(\text{\{read\}}, \bar{x}) = \begin{cases} K_1 & \text{if } \text{trunc}(x) \geq 1 \\ 0 & \text{otherwise} \end{cases} \\

\[
u(\text{\{write\}}, \bar{x}) = \begin{cases} K_2 & \text{if } x = n \\ 0 & \text{otherwise} \end{cases} \\

\[
u(\text{\{other\_tasks\}}, \bar{x}) = K_3
\]

where \( K_1, K_2 > 0 \), and \( K_3 \geq 0 \). Let us comment on the way the access of a writer forbids the access of any reader or any other writer. For a writer to access the file, it must own all the access resources of the system. Also note that if a reader desires to read, it needs at least one unit of the resource; additional units do not increase utility. Regarding necessity functions, they can be defined as follows:

\[
n(\text{read}, \bar{x}) = \begin{cases} U(K_4, K_5) & \text{if } \text{trunc}(x) \geq 1 \\ \xi_\infty & \text{otherwise} \end{cases} \\

n(\text{write}, \bar{x}) = \begin{cases} U(K_6, K_7) & \text{if } x = n \\ \xi_\infty & \text{otherwise} \end{cases} \\

n(\text{other\_tasks}, \bar{x}) = E(K_8)
\]

where \( 0 \leq K_4 < K_5 \), \( 0 \leq K_6 < K_7 \), and \( K_8 > 0 \). Note that resources are neither consumed nor created. So, \( c(\alpha, \bar{x}) = \bar{x} \). Finally, the system is:

\[
\text{Readers\_Writers} = \emptyset \parallel_{n+m} P_i
\]

where, for all \( 1 \leq i \leq n \) we have \( P_i = (\text{Reader}, 1, u, n, c) \), and for all \( 1 \leq i \leq m \) we have \( P_{n+i} = (\text{Writer}, 0, u, n, c) \). Besides, for all \( 1 \leq i \leq n + m \) we have \( A_i = \emptyset \). The following result shows that this system cannot get deadlocked. Let us remark that the definition of the utility functions plays an important role in this absence of deadlocks. The proof follows from the fact that if a local equilibrium is reached then there exists (at least) a process such that either it is willing to perform other tasks (no resources are needed to perform this action) or it has utility greater than zero. Let us remark that no process gets utility by having less number of accesses that the ones it needs. In both cases, this process will be able to perform its corresponding action.

**Lemma 1.** *(Absence of Deadlocks for Readers\_Writers).* Let us consider a system \( S \) such that

\[
\text{Readers\_Writers} \xrightarrow{\ast} S_1 \xrightarrow{(\alpha_1, \xi_1)\beta_1} S_1' \xrightarrow{\ast} S_2 \xrightarrow{(\alpha_2, \xi_2)\beta_2} \cdots \xrightarrow{(\alpha_k, \xi_k)\beta_k} S_n' \xrightarrow{\ast} S
\]
where for all $1 \leq i \leq k$ we have $\alpha_i \in \text{ACT}^- \cup \text{ACT}^+$ and $B_i \subseteq \{1, \ldots, n + m\}$. If $S$ is not a local equilibrium then there exist $S', \mathcal{E}$ such that $S \not\xrightarrow{\mathcal{E}} S'$; otherwise, there exist $S', \alpha, \xi, B$ such that $S \xrightarrow{(\alpha, \xi)B} S'$.

\[ \square \]

### 3.2 The Three Researchers

We present a more complex example that shows most of the characteristics of the language. We consider the situation depicted in Figure 3. We have a laboratory where three (female) researchers, that we call $R_1$, $R_2$, and $R_3$, are making some experiments. Each researcher is placed in front of a computer. One of the computers has a very powerful processor that allows to make complex computations. The second computer has a mechanism that allows to make some experiments to confirm the analysis given by the previous computations. Finally, the third computer has a printer. Each researcher can access directly the resource (processor, mechanism or printer) placed in her computer; the other resources are accessed remotely. So, in this example we have four resources: processor, mechanism, printer and network.

The behavior of a researcher is defined as follows. First, she thinks and discusses with the other researchers via electronic chat until an idea comes out.

\[ \text{Researcher}_i := \text{brain-storming} ; \text{Computing}_i \]

Afterwards, she tries to access the first computer. If she is $R_1$ and she has enough quantity of the processor, she will be able to perform the computations on her computer. Afterwards, she will analyze the results. If the results confirm her hypothesis, she will try to perform an experiment; otherwise, she will start to...
think on another idea. The process is similar for the second and third researchers. The only difference is that they must send her data through the channel, then the computations will be done, and then they will receive the results through the channel.

\[
\text{Computing}_i := \text{comp}_i ; \text{anlize} \text{comp}_i ; \left( \begin{array}{c} \text{good ; Experimenting}_i \\ \text{bad ; Researcher}_i \end{array} \right)
\]

\[
\text{Computing}_1 := \text{comp}_1 ; \text{anlize} \text{comp}_1 ; \left( \begin{array}{c} \text{good ; Experimenting}_1 \\ \text{bad ; Researcher}_1 \end{array} \right)
\]

In the case of the experimenting process, \( R_2 \) does not need the channel to perform the experiment, while the other two researchers need it. Nevertheless, this fact will not be reflected in the specification of the behaviors, but in the utility and necessity functions: They will not depend on the amount of the channel that the second researcher has, while they will for the other two researchers. After performing the experiment, if the results confirm their hypothesis then they will print; otherwise, they will discard the idea.

\[
\text{Experimenting}_i := \text{experiment}_i ; \text{anlize} \text{exp}_i ; \left( \begin{array}{c} \text{good ; Printing}_i \\ \text{bad ; Researcher}_i \end{array} \right)
\]

\[
\text{Experimenting}_i := \text{experiment}_i ; \text{anlize} \text{exp}_i ; \left( \begin{array}{c} \text{good ; Printing}_i \\ \text{bad ; Researcher}_i \end{array} \right)
\]

Finally, \( R_3 \) will print the results, and will start to think on another idea. The other two researchers need to send the data to the printer through the channel. Note that in this case the printer will not send back any results.

\[
\text{Printing}_i := \text{print}_i ; \text{Researcher}_i
\]

\[
\text{Printing}_i := \text{print}_i ; \text{Researcher}_i
\]

Next we define the rest of the components of the processes. We suppose that each researcher initially owns her local resource, and that they have the same amount of broad-band. Without losing generality, we consider that both the total amount of processor and of broadband are equal to 1. That is, \( \pi = (1, 0, 0, \frac{1}{3}) \),
$x = (0, 1, 0, \frac{1}{3})$, $x = (0, 0, 1, \frac{1}{3})$. Regarding utility functions we have:

\[
\begin{align*}
  u_i(\{\text{brain-storming}\}, \bar{z}) &= \begin{cases} 
    z_4 & \text{if } z_4 < \frac{1}{3} \\
    \frac{1}{3} & \text{otherwise}
  \end{cases} \\
  u_i(\{\text{comp}_i\}, \bar{z}) &= C_i \cdot z_1 \\
  u_2(\{\text{experiment}_2\}, \bar{z}) &= E_2 \cdot \text{trunc}(z_2) \\
  u_i(\{\text{experiment}_i\}, \bar{z}) &= E_i \cdot \text{trunc}(z_2) \cdot z_4^2 \\
  u_i(\{\text{print}_i\}, \bar{z}) &= P_i \cdot \text{trunc}(z_3) \\
  u_1(\{\text{send\_data\_print}_1\}, \bar{z}) &= z_4 \\
  u_2(\{c\}, \bar{z}) &= z_4 \\
  u_3(\{c\}, \bar{z}) &= z_4 \\
  u_i(\text{A}_i, \bar{z}) &= 0 \\
  [i \in \{1, 2, 3\} \land A_i \in \{\{\text{good, bad}\}, \{\text{analyze\_comp}_i\}\}]
\end{align*}
\]

Let us comment on the previous definitions. If the researchers are willing to perform a brainstorm, then they will need the broadband to use the chat application. Due to the three researchers are committed to chat together, a limit in the utility of the broadband must be imposed to avoid any researcher to keep the whole resource. After a new idea comes out, each researcher will be willing to perform a computation. In this case, their utility depends only on the amount of (time) processor that they own. The additional constant (i.e. $C_i > 0$) measures the propensity of the researcher $i$ to make computations. A similar situation appears for the case of printing. On the contrary, the utility when trying to perform an experiment does not depend only on the amount of the mechanism; in the case of R1 and R3, it will also depend on the amount of broadband that they own because they are supposed to interact with the mechanism. Let us note that in these last two cases, researchers get no utility if they do not exclusively own the mechanism or the printer, respectively (this is indicated by using the truncate function). In the case of the processor and the network, a fraction of the whole amount reports utility greater than zero. If the researchers try to send data, their utilities depend only on the amount of broadband that they have. Finally, no resources are needed to perform the rest of the actions. In this case, the utility is given by a constant.

The execution time will sometimes depend only on the amount of resources (e.g. comp) and sometimes will also depend on a constant indicating the skills
of the researcher (e.g. experiment). 

\[ n_i(\text{comp}_i, \bar{z}) = \begin{cases} E(C \cdot z_1) & \text{if } z_1 > 0 \\ \xi & \text{otherwise} \end{cases} \quad [i \in \{1, 2, 3\}] \]

\[ n_2(\text{experiment}_2, \bar{z}) = \begin{cases} E(E_2) & \text{if } \text{trunc}(z_2) \geq 1 \\ \xi & \text{otherwise} \end{cases} \]

\[ n_i(\text{experiment}_i, \bar{z}) = \begin{cases} E(E_i \cdot z_2^2) & \text{if } \text{trunc}(z_2) \geq 1 \land z_4 > 0 \\ \xi & \text{otherwise} \end{cases} \quad [i \in \{1, 3\}] \]

\[ n_i(\text{print}_i, \bar{z}) = \begin{cases} U(P_1, P_2) & \text{if } \text{trunc}(z_3) \geq 1 \\ \xi & \text{otherwise} \end{cases} \quad [i \in \{1, 2, 3\}] \]

\[ n_i(c, \bar{z}) = \begin{cases} U(K_1, K_2) & \text{if } z_4 > 0 \\ \xi & \text{otherwise} \end{cases} \quad [c \in \{send\_data, print\_data\}] \]

Let us note that the delay associated with choosing whether a result is good or bad is deterministic as the (random) time for the analysis is consumed by the previous actions (analyse\_comp and analyse\_exp). In this system, resources are neither created nor consumed. So, \( c_i(\alpha, \bar{z}) = \bar{z} \). The laboratory is defined as:

\[ \text{Laboratory} = |A| \cdot P_i \]

where for all \( 1 \leq i \leq 3 \) we have \( P_i = (B_i, x_i, u_i, n_i, c_i) \) and \( A_i = \{\text{brain\_storming}\} \).

The proof of deadlock-freedom is a little bit more involved in this case because there are more possibilities. Nevertheless, the technique is exactly the same as in Lemma 1. First, let us remark that all the resources where the \text{trunc}\_\text{ate} function is applied have one full unit of them. After reaching a local equilibrium \( S \), if all the processes have zero utility then we get a contradiction; otherwise, because of the relation between utility and necessity functions, a process will be able to perform one of its immediate actions.
Lemma 2. (Absence of Deadlocks for Laboratory). Let us consider a system $S$ such that

$$\text{Laboratory } \bowtie^* S_1 \xrightarrow{(\alpha_1,\xi_1)B_1} S'_1 \xrightarrow{.} \cdots \xrightarrow{(\alpha_n,\xi_n)B_n} S'_n \bowtie^* S$$

where for all $1 \leq i \leq n$ we have $\alpha_i \in \text{ACT}^- \cup \text{ACT}^+$ and $B_i \subseteq \{1, 2, 3\}$. If $S$ is not a local equilibrium then there exist $S', E$ such that $S \xrightarrow{E} S'$; otherwise, there exist $S', \alpha, \xi, B$ such that $S \xrightarrow{(\alpha,\xi)B} S'$. \hfill \square

Besides, it is guaranteed that the system is starvation-free. This is so because the three researchers are forced to synchronize when brainstorming, so that their progress can help their partners when looking for new ideas. This fact disallows a researcher to advance forever in her research while the other ones are stopped.

4 Conclusions and Future Work

In this paper we have introduced an stochastic version of PAMR where random variables have been associated with the performance of actions. We have defined an operational semantics for the new language. Since we do not restrict the probability distribution functions associated with random variables, we need to use complex technicalities to define this semantics. In order to show the usefulness of our language, we have given two examples showing most of its features.

As future work we plan to define semantic frameworks for our language. We have already developed a notion of (strong) bisimulation and two trace-based semantics. The difference between the alternative trace semantics comes from the point of observation: Whether we check only visible events or also internal ones. In addition, we plan to consider a testing semantics for our language in the line of [13] and a stochastic weak bisimulation following [14].
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